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- Transformer Review (Attention is all you need)
- Transformer for images
- Results
- Discussion time



Transformers Review

Images from: http://jalammar.github.io/illustrated-transformer/



Self Attention (Transformers Review)



Putting it all together (transformers review)



Transformers for Images



Results



Results



Results



Takeaways/Discussion
- Data can make up for inductive biases
- Transformers are general enough for images


